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Execution time of mProjectPP and mShrink tasks of the Montage workflow on 
different instance types. Instance performance depends not only on instance 

parameters, but also on task type and input data.

Motivation
• Scientific workflows are convenient way of expressing complex experiments.

• Clouds can provide on-demand compute resources.

Challenges
• Propose a model which describes properties of the application 

and the underlying infrastructure.

• Take into account different billing schemes e.g. per-hour or per-
minute billing, or burstable instances.

• Find balance between model accuracy and acceptable runtime 
of optimizer and use some approximations.
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Further research
• Integrate optimizer with Hyperflow workflow engine for 

PL-Grid and PaaSage infrastructures.

• Investigate dynamic workflow scheduling.

• Evaluate the interplay of workflow schedulers with general-
purpose cloud autoscaling systems.

Workflow planner and optimizer

• We rely on MILP (mixed integer linear 
programming) for optimization.

• Optimization models in AMPL/CMPL 
languages that are backed by CPLEX and 
Cbc solvers.
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number of tasks
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from Pegasus Workflow 
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Scheduling model

Used model depends on application class:
• Bag-of-tasks 
• Coarse-grained workflows
• Fine-grained workflows 

Performance model

Application model

Infrastructure model

• New billing schemes and heterogeneous infrastructure 
present in the cloud preclude well-established resource 
allocations policies, known e.g. from grids.
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Montage execution trace on 8-core m3.2xlarge instance with a 2x2 degree region. 
Most of the execution time is spent on I/O.

Execution Data transfer


